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1. What is Clustering? 

➢ clustering analysis is defined as 'finding groups of objects such that the objects in a 

group will be similar to one another and different from the objects in other groups' 

 

Benefit of clustering 

➢ Cluster items 
▪ Better organization 
▪ Faster searching 

➢ Cluster people 
▪ Patients: different treatment for 

different groups 
▪ Customers: different groups with 

different needs 
- Optimize the product based on the need 

of the targeting group             
 

➢ Cluster genes 

▪ Identify co-expressed genes 
- Involved in the same 

pathway 

▪ Identify differentially 
expressed genes 

- Related to diseases 

m 

➢ Cluster samples/cells 
▪ Identify new disease sub-types 
▪ Identify new cell types 
▪ Discover new group 

 

➢ General Clustering 

▪ Reduce the size of large data sets 

▪ Preserve privacy 

 

What are needed to do clustering in gene aspect? 

➢ Two sequences 

➢ Dynamic programming algorithm 
➢ A scoring matrix 

2. Similarity and dissimilarity 

Similarity Dissimilarity 
➢ Also call as distance 



➢ Numerical measure of how alike 
two data objects are 

➢ Higher when objects are more 
alike 

➢ Numerical measure of how 
different two data objects are 

➢ Lower when objects are more 
alike 

A 

a 

Method to find the similarity between data 

➢ Cosine similarity 

➢ Correlation 

➢ Euclidean distance 

➢ Minkowski distance 

 
a 

Cosine similarity 

 
 

Example: 

 

 
  



Correlation 
➢ Correlation measures the linear relationship between objects 

 

 
 

Example: 

 
 
  



Euclidean distance 

 

 
➢ Where m is the number of dimensions and pk and qk are, respectively, the 𝑘 -th 

attributes of data objects 𝒑 and 𝒒. 

 
Example: 

 
 

Minkowski distance 
➢ Minkowski Distance is a generalization of Euclidean Distance 
▪ 𝑟 is a parameter 

▪ m is the number of dimensions 

▪ 𝑝k is the 𝑘-th attributes of data objects 

𝒑 

▪ 𝑞k is the 𝑘-th attributes of data objects 

𝒒 
 

 

𝑟 = 1 City block (Manhattan, taxicab, 𝐿1 norm) distance. 

• Example: Hamming distance 



• number of bits that are different between two binary vectors 
 

𝑟 = 2  Euclidean distance 
 

𝑟 → ∞  “supremum” (𝐿max norm, 𝐿∞ norm) distance. 

• maximum difference between any component of the vectors 

 
Example: 

 
  



3. Hierarchical clustering 
➢ Produces a set of nested clusters 

organized as a hierarchical tree 

 

➢ Can be visualized as a dendrogram 
➢ A tree like diagram that records the 

sequences of merges 
➢ They may correspond to meaningful 

taxonomies, like Gene clusters, 
phylogeny reconstruction 

Steps of hierarchical clustering 
1. Compute the Similarity or Distance matrix 

2. Let each data point be a cluster 

3. Merge the two closest clusters 

4. Update the similarity or distance matrix (first time) 

5. Merge the two closest clusters 

6. Update the similarity or distance matrix (second time) 

7. Continue the previous two steps  

8. Until only a single cluster remains 

 

Ways to update the distance matrix after merging 

• Min 

 

• Max 

• Group Average 

• Distance between 
centroids 

 

  



Example: 

 

Step 1: Use correlation  

 

Then we will get a new graph 

 

Step 2: remove the 1 

Step 3: Merge the two closest matrix ( At2g34930 and At1g30720) 

 

Step 4: Update with minimum distance (largest correlation) 

 

Step 5: Merge the two closest matrix ( At2g34930 , At1g30720 and At4g35770) 



 

Step 6: Update with minimum distance (largest correlation) 

 

Step 7: Merge the two closest matrix ( At2g34930 , At1g30720 , At4g35770 and 

At2g05540) 

 

Step 8: Update with minimum distance (largest correlation) 

 

This is the end of forming a hierarchical clustering 


