
Lec8 : Clustering & classification

Clustering
what are the components needed ?

1) data

2) similarity measurement

& 3) clustering algorithm

How to measure similarity
① cosine similarity

& de
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dy = rector 1 de = Vector 2
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② correlation

linear relationship

Pry = corr(XeY) = COV(XoY) = E[(x- Mx)(Y -My)]
dx by (x5y

correlation and covariance both indicate the relationship between two variables

covariance can only indicate the direction,but the correlation can indicate bothdirectionandstrengthis re of relationshipsproportional/inproportionals

③ Euclidean distance N
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· Euclidean distance
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⑨ Minkowski distance Euclidean

dist(P, q) = (&P-
generalization of Euclidean ( but with gimmich 38)

* If r = 1

the summation of all the paths (in other names : Manhattan

or it can be number of bits between two binary rectors
.
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Hierarchal clustering
↳ just a nested cluster

what are the steps ?

1) compute similarity distance

2) merge

3) Update

4) repeat 11-31 until the data is all clustered

HOW ?
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Mahalanobis Distance
- one way for similarity distance

- Consider data distribution (variance/SD (

manalanobis (P , 9) = (p-g)TP-9)
inverse of covariance matrix
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Classification

- method to assign class of previously unseen records based on the attributes & training set

Components needed

② Training data with class

P1992 ,
43

,
pr

↓
③ Data to

be classified
of > glassificatione

① kNN (K-Nearest Neighbour
- store all available instances & classify based on distance metric

Training : store the data (can be regard as no training periods

Predicting : - most frequent class appeared
- if they are equal ,

the closest one

* Data should be normalized !



How ?

① normalization

this one we choose min-max normalization

P Height : 1 .
79-1 . 64 = 0

. 625

1.88-1. 04

weight : 75 - 54 = 0
.
875S 78 - 54

as a result

② Distance calculation of 95 with other

P1 and P5

Euclidean = (8 .
4583 - 0

.

625)2+ 30
. 875 - 0 . 666712

Ser distance

= 0
.
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③ Identify the K most similar data

k = 2

Py 0
.
267 and $30 . 358

both classify as M

⑨ conclusion

#


